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There is a $2^{\mathcal{O}(k)} n$ time 5 -approximation for treewidth.
Builds on both [Robertson-Seymour'86] and [Bodlaender'93]
Many more: [ACP'87,MT'91,Lagergren'96,Reed'92,Amir'10,FHL'08,FTV'15,FLS'18,BF'21,BF'22]
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## Theorem (K., Majewski, Nadara, Pilipczuk \& Sokołowski '23)

There is a data structure for maintaining a tree decomposition of width $\mathcal{O}(k)$ for a fully dynamic graph of treewidth $\leq k$ with amortized update time $f(k) \cdot n^{o(1)}$.
(first non-trivial algorithm in this setting for $k \geq 3$ )
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## Plan:

1. Local improvement for FPT exact treewidth (joint work with Daniel Lokshtanov)
2. Local improvement in dynamic treewidth (joint work with Konrad Majewski, Wojciech Nadara, Michał Pilipczuk \& Marek Sokołowski)
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(joint work with Daniel Lokshtanov)
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## Goal:

1. either decrease the number of bags of size $|W|$ while not increasing the width of $T$, or
2. conclude that $T$ is optimal

Repeat for $\mathcal{O}(\operatorname{tw}(G) \cdot n)$ iterations to get an optimal tree decomposition (by [Bodlaender'93] we can assume to start with a decomposition of width $\mathcal{O}(\operatorname{tw}(G))$ )
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## What if $\left|B^{i}\right|>|B|$ ?

Then $\left(N\left(C_{i}\right) \backslash B^{N\left(C_{i}\right)}\right) \cup(B \backslash C)$ is a separator between $N\left(C_{i}\right)$ and $W$ of size $<\left|N\left(C_{i}\right)\right|$
$\Rightarrow$ Create new $X$ by "pushing" $N\left(C_{i}\right)$ forward Decreases $|X|$
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- By repeatedly applying the pushing argument, we achieve:
- The copy $B^{i}$ of a bag in $\left(T \cap N\left[C_{i}\right]\right)^{N\left(C_{i}\right)}$ is not larger than the original bag $B$
- $n^{4}$ in the running time comes from here
- Proof idea generalization of proofs of existence of lean tree decompositions [Thomas '90, Bellenbaum \& Diestel '02]
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## Theorem

If there is an $f(k) \cdot n^{\mathcal{O}(1)}$ time algorithm for subset treewidth, then there is an $f(k) \cdot n^{\mathcal{O}(1)}$ time algorithm for treewidth with the same function $f$.
$2^{\mathcal{O}\left(k^{2}\right)} n^{2}$ time algorithm for subset treewidth $\rightarrow 2^{\mathcal{O}\left(k^{2}\right)} n^{4}$ time algorithm for treewidth
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- Edge insertion: Add endpoints to all bags on the path from their subtrees to the root
- Increases width! But only in a subtree of size $\mathcal{O}$ (depth) $=n^{o(1)}$
- Refinement operation: Rebuild a subtree $T$ in amortized time $f(k) \cdot|T|$
- Re-arranges given subtree into depth $\mathcal{O}(\log n)$ and width $\leq 6 k+5$
- Builds on subset treewidth, log-depth decompositions [Bodlaender \& Hagerup '98], and the "dealternation lemma" [Bojańczyk \& Pilipczuk '22]
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## Thank you!

