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1. Every vertex should be in a bag

2. Every edge should be in a bag
3. For every vertex $v$, the bags containing $v$ should form a connected subtree
4. Width $=$ maximum bag size -1
5. Treewidth = minimum width of a tree decomposition
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- Introduced by [Yolov, SODA'18] and independently by [Dallard, Milanič, \& Storgel, '21]
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- $\mathcal{O}\left(n^{k+2}\right)$ time algorithm for maximum weight independent set [Yolov '18]
- $n^{\mathcal{O}(k)}$ time algorithms for feedback vertex set, longest induced path, and generalizations [Lima, Milanič, Muršič, Okrasa, Rzazewski, \& Štorgel'24]
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Important subroutine: Computing the tree decomposition!
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## Theorem (Informal)

If for any vertex set $X$ with $\alpha(X)=9 k$ we can find a separation $\left(C_{1}, S, C_{2}\right)$ so that $\alpha(S) \leq 2 k$, $\alpha\left(X \cap C_{1}\right) \leq 7 k$, and $\alpha\left(X \cap C_{2}\right) \leq 7 k$, then we get 11-approximation
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1. Balanced separators exist because of a walking argument on a tree decomposition
2. Reduction from balanced separators to separators by guessing independent sets $I_{i} \subseteq X \cap C_{i}$ with $\left|I_{i}\right|=2 k$ and then finding $I_{1}-I_{2}$ separator
3. 2-Approximation algorithm for separators
3.1 Iterative compression to guess a container with bounded $\alpha$
3.2 Branching + linear programming to find the separator
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## Thank you!

